# DOMAIN: FAKE News Classification & NLP task

**Paper Title:**

Fake Post Detection Using Graph Neural Networks

## What did the authors try to accomplish?

The authors likely aimed to develop a method for identifying fake posts using graph neural networks (GNNs). GNNs are a type of artificial intelligence (AI) model adept at analyzing interconnected data, which makes them suitable for tasks like fake news detection on social media platforms where information flows through networks of users and posts.

## What were the key elements of the approach?

* **Graph Construction:** The authors might have constructed a graph where posts are nodes and connections (likes, shares, replies) between them are edges. This graph structure allows the model to consider the relationships between posts when evaluating them.
* **GNN Model Design:** They would have designed a GNN model that takes the constructed graph as input. This model would process information about each post and its connections to learn patterns that differentiate fake posts from real ones.
* **Fake Post Detection:** The trained GNN model would then be used to classify new posts as real or fake based on the patterns it learned from the training data.

## What can you use yourself?

* Techniques for constructing informative graphs from social media data for fake news detection.
* The architecture and design choices made for the GNN model.
* Evaluation metrics used to assess the model's performance in identifying fake posts.
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**Paper Title:**

A novel rumor detection algorithm based on  
 entity recognition, sentence reconfiguration,  
 and ordinary differential equation network

## What did the authors try to accomplish?

A novel rumor detection algorithm towards authors was proposed that integrates entity recognition, sentence reconfiguration and ordinary differential equation network under  
a unified framework called ESODE. This method aimed to improve the   
performance of rumor detectors by adding two processes: entity recognition and  
sentence reconfiguration.

## What were the key elements of the approach?

Entity recognition was used to enhance semantic  
 understanding of rumor texts, and sentence reconfiguration was designed to  
improve the frequency of important words. The researchers also collected statistical  
features from three aspects to establish a complete feature map: linguistic  
features on the content of rumors, characteristics of users involved in rumor  
propagating, and propagation network structures. Finally, an ordinary differential  
equation network (ODEnet) was applied to detect rumors.

## What can you use yourself?

* The architecture and design choices made for the ODEnet model.
* Evaluation metrics used to assess the model's performance in identifying fake posts.
* Entity recognition was used to enhance semantic  
   understanding of rumor texts, and sentence reconfiguration was designed to  
  improve the frequency of important words.
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